
Care to Share? An Empirical Analysis of Capacity
Enhancement by Sharing at the Edge

Aravindh Raman
King’s College London

Nishanth Sastry
King’s College London

Nader Mokari
Tarbiat Modares Univ.

Mostafa Salehi
University of Tehran

Tooba Faisal
King’s Collge London

Andrew Secker
BBC R&D

Jigna Chandaria
BBC R&D

ABSTRACT
The exponential growth in online content consumption is
a key concern for designing future generation network ar-
chitectures. In this paper, we use content access patterns
from a large trace of content accesses comprising about half
the population of United Kingdom to make the case that
a large portion of the backhaul load can be mitigated by
content sharing amongst edge devices. We explore various
models for edge devices to store and share content amongst
each other, ranging from reactive opportunistic sharing to
predicting future content access and speculatively placing
content on strategic devices prior to request. We analyse the
performance of each of these models in terms of content
placement and traffic savings, which are constrained by the
storage available on edge devices, the performance of the
speculation engine and the wireless channel conditions. We
formulate and solve at scale an optimisation problem for
strategically placing content for sharing within a geographi-
cally localised cell to show such an approach can save up to
47% of the traffic generated from a small cell.
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1 INTRODUCTION
To handle the growing appetite for content, several novel
edge caching architectures have been proposed [15, 24, 27].
The main principle behind most of these edge caching tech-
niques is to store the content closer to the user focusing on
a specific mechanism for content discovery (eg., via content-
naming or HTTP/DNS redirection mechanisms) and access
technology (eg., cellular or wired). Numerous suggestions
have also been made to cache at several parts of the network,
ranging from caching at all intermediate nodes between the
requester and the serving node [5, 7] to caching selectively
on the most central nodes [4] and hybrid approaches [23].

In deciding where to cache, each architecture needs to re-
solve a fundamental tension: Caching close to the edge keeps
the content close to the user, and therefore decreases redun-
dant transmissions of the same content in the rest of the net-
work, freeing up the core. However, most networks are organ-
ised in a tree-like distribution hierarchywith fewer and fewer
users served by distribution points closer to the edge. Thus,
a cache close to the edge serves fewer users than a cache that
is more central, and proactively making a copy close to the
edgemay prove unnecessary if no other user underneath that
caching point requests the item. Hence this calls for more se-
lective and efficient caching by intelligently choosing cache
locations [4, 23] and optimising content placement [22].

We wish to turn this thinking on its head and ask whether,
and to what extent, savings can be achieved by caching at
the very last hop of the network, on a device in users’ homes,
and then connecting the caches together to increase sharing.
This approach has several potential benefits: Developing and
deploying caches on intermediate nodes in the network re-
quires careful network planning and provisioning, as well
as co-operation from ISPs, whereas caches can be deployed
much more easily at the edge, even without ISP involvement.
Indeed, some versions of media streaming devices such as
Google Chromecast and Apple TV come with attached stor-
age, which can serve as caches. Set-top boxes and game
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consoles with huge amounts of storage are increasingly con-
nected to Wi-Fi and the Internet.
In previous work, we explored the feasibility of such a

collaborative edge architecture, termed Wi-Stitch, because
it essentially involves “stitching together” a distributed con-
tent delivery network at the edge [19]. Our work showed
that sharing at the edge is effective because of the so-called
“chaotic” deployment of Wi-Fi networks [1], which leads
to most end users being often within range of the access
points of multiple neighbours. In essence, although human
settlements have varying population densities, in most cases,
users are “within range” of other users. Sharing among even
a small number of neighbours ends up being typically effec-
tive because of the often disproportionate amount of interest
on a small number of popular items.
This work extends Wi-Stitch by resolving two questions:

First, since Wi-Fi AP association is limited, we ask if Wi-
Stitch were deployed, will the sharing nodes have enough
bandwidth to share? Our data-driven study with a TV stream-
ing application used by the equivalent of nearly half the
UK population shows that in the small cells formed by Wi-
Fi sharing, simultaneous accesses to the same content and
cache instance are infrequent, implying that Wi-Stitch can
effectively serve content which can be cached.

This leads naturally to the second question: Wi-Stitch op-
erates with a distributed storage capacity on nodes placed in
homes. Opportunistically caching content watched by each
user and sharing it out to neighbours who need it may result
in multiple copies of highly popular content, and not enough
copies of less popular items. We show that with an Oracle,
by coordinating on which node to place each content item,
we can potentially save nearly 45% of traffic in dense urban
metro settings. In real deployments, Oracles will be replaced
with predictive models (e.g., [8, 9]) to decide what node will
access which content items, and the performance depends on
the accuracy of such models. We show, with current models
which can achieve accuracy of up to 90% [8], performance can
approach within 10% of the savings obtained by the Oracle.

2 RELATEDWORK
Given the exponential growth of video and other rich media
traffic, a number of proposals have been made to mitigate
their impact, using caching. Caching plays a central role
in the design of content delivery networks [13, 16], which
underpin many of today’s video delivery platforms, as well
as proposals to offload mobile data by storing temporarily
until required by the mobile device [6, 11]. Likewise, caching
is expected to play a large role in future network proposals
such as 5G, which have stringent requirements on latency,
bandwidth, etc., that can only be met by ubiquitous and
proactive caching [3, 25].

Traditional wisdom is that caches need only to be pop-
ulated reactively: caching an item on first access provides
benefits to all other subsequent users requesting the same
content, and doing this proactively before first access (rather
than reactively) runs the risk of becoming a costly and un-
necessary action if the predicted cache access does not ma-
terialise. Because our proposal relies on distributed caches,
it needs to solve the content placement problem of what
content to cache where. This has received considerable atten-
tion in literature [2, 17, 22, 26]. Whereas our approach solves
one particular optimisation problem (i.e, maximising traffic
savings), it would be interesting to combine some of these al-
ternate approaches, if other optimisation goals are important.
This paper follows a line of work looking at traffic and

energy savings for BBC content accesses. For instance, [10]
looked at factors that affect nationwide take up of the BBC
iPlayer streaming application. [9] used P2P swarms within
each ISP to offload traffic from the content provider’s server
(but not the ISP), showcasing both traffic and energy bene-
fits [18]. Nencioni et al. [14] uses set-top boxes to specula-
tively record content for future access, and completely of-
floads requests for such content from the network. Following
this, Wi-Stitch [19], introduced the notion and established
the feasibility of content-sharing amongst edge devices. In
this work, we explore further and look at two technical as-
pects – whether the technology can support such a demand,
and to what extent centralized and decentralised implemen-
tations along with coordinated and uncoordinated content
placement approaches benefit the content sharing within a
cell.

3 WILL WI-FI SHARING SCALE?
In this section we give a brief overview of the datasets con-
taining a month-long access to BBC iPlayer and explore
whether such a request workload can be supported over
time for content sharing over Wi-Fi.

Our data reported the equivalent of over 40% of the UK’s
population accessing the iPlayer during July 2014 [19]. We
combine this dataset of recorded accesses to TV streaming
application with a wardriving data from WiGLE1 which pro-
vides the exact latitude and longitude of WiFi access points
across the UK. As a case study, we focus on sharing pos-
sibilities among customers of British Telecom (BT), one of
top nationwide ISPs operating in the UK. To understand the
spectrum of sharing opportunities, we look at six administra-
tive districts2 of diverse population densities, ranging from
Hammersmith and Fulham in London, one of the 10 most
densely populated areas in the country with a population
density of more than 10,000 people per square kilometre, to
Eden, which has the least population density in all of the UK.
1https://wigle.net
2https://en.wikipedia.org/wiki/List_of_English_districts_by_population_density
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The districts are grouped into cells of≈100m radius, which
is conservatively sufficient for accessing neighbouring WiFi
access points within the cell. Note that our iPlayer data is
anonymised, and while location information of the accesses
exist (computed by IP geolocation, down to post code or
borough level resolution), this does not give the exact latitude
and longitude of the access. Thus, we map the location of
iPlayer requests to WiGLE access points within that location
at random and use this combined dataset in the rest of the
paper. We have checked that the results reported here are
robust regardless of the exact mapping, by verifying the
results are consistent over 50 different random mappings.

Figure 1: Simultaneous accesses across the location
over a week (at 2 minute interval), the lines indicating
the 98th percentile

While [19] indicated a large potential for traffic savings
due to shared interests and sufficient neighbours, in order
to realise the traffic savings, it is equally important that the
sharing infrastructure is able to support the peak demand at
a time. Peak demand is captured in Fig. 1 for a random 2K
people (more than the max number of users in any given cell
of users who can access each other over Wi-Fi), across the
six districts. Note that on any given time, maximum number
of connections is typically no more 3–5 across the cell, and
in the worst case, is only about 27 simultaneous connections
surprisingly at Eden. We conjecture that this is a result of the
on-demand nature of access which spreads load over time,
leading to lower peak loads [14]. Thus each cell typically has
to support only a handful of simultaneous connections, well
within the reach of Wi-Fi.

4 OPTIMISING CONTENT PLACEMENT
Thus, given that even the peak demand can be handled
through caching and sharing, boosting the traffic savings, in

this section we look into how efficiently this content caching
and sharing can be done.
The content can stored in a centralised or decentralised

fashion and the content placement for this can happen through
coordinated or uncoordinated approaches. In a centralised
cache, there is a single cache for the entire cell (e.g., a cache
on the base station in a traditional cellular setup). In the
decentralised cache, storage is distributed on all the nodes
within a cell. With a coordinated approach, a decision is
made on where (i.e., which node) to store each content item,
based on storage constraints on all the nodes, reachability
(quality of wireless link) to its neighbours, and probability
that its neighbours access that item. The uncoordinated ap-
proach caches data reactively: For each content accessed,
the accessing node first attempts to find it on neighbouring
caches, and accesses from the origin server if not found lo-
cally. This is then cached locally if storage is available on
the node, and then made available to neighbours. We first
formulate a optimisation problem for managing coordinated
content placement in a decentralised implementation and
contrast with various other content placement schemes.

4.1 Formulation
To have optimal content placement for minimal traffic flow
at the backhaul, we consider the two main parameters, (i)
storage within a node and (ii) resource availability between
the nodes that share the content. Traffic at the backhaul can
be given by:

TBH = T1 +T2 (1)

where T1 is the traffic consumed due to the mandatory first
access to the content c from a repository C . T2 is the traffic
consumed when the content is available with any of neigh-
bours but cannot be fetched from the neighbour due to lack
of resource (eg., sub-channel) availability.T1 andT2 for a cell
containing N edge devices can be given by:

T1 =
∑
i ,c

xic |c |, i ∈ N , c ∈ C (2)

|c | indicates the size of the content and xic is a binary deci-
sion variable that represents whether to store the content c
at node i.

T2 =
∑
i ,c

(1 − νic )πic |c | (3)

whereπic indicates the probability of content c beingwatched
by i and directly depends on the accuracy of prediction tech-
nique used. νic is a binary variable indicates whether the
content is available locally (i.e., on node i or any of its neigh-
bours). This is calculated as follows:
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νic =


1, if

∑
j ∈N

x jc (1 − p
outaдe
ji ) ≥ 1

0, otherwise
(4)

where poutaдeji is the outage probability of link between i
and j . The outage probability depends on the topology being
used to share the content and is calculated as a probability of
whether achievable capacity Ci j between j and i is sufficient
to satisfy the rate requirements ri j for content sharing within
them. i.e,

p
outage
i j = Pr

{
Ci j ≤ ri j

}
(5)

The achievable capacity is obtained as follows:

Ci j =
∑
n∈Ω

Bn log(1 + (pni jh
n
i j/σ

2
i j )) (6)

and Bn is the bandwidth of the nth sub-channel, Ω is the
set of sub-channels allocated to link (i, j), pni j is the transmit
power of transmitter node i to the receiver node j on sub-
channel n, and hni j is the sub-channel power gain between
node i and j on sub-channel n.
Since the sub-channel power gain of each link on the al-

located channels are i.i.d and have exponential distributions,
the outage probability for each link (i, j) is calculated as
follows

P
outage
i j =

∏
n∈Ω

∫ (2ri j /B
n
)−1

0
fz (z)dz (7)

where fz (z) = (σ 2
i j/p

n
i jµi j ) exp(−σ

2
i jz/p

n
i jµi j ) (8)

and µi j is the average channel gain as µi j = si j (di j/d0)
−γi j

where di j is the distance between transmitter i and receiver
j, d0 is the reference distance, γi j is the amplitude pathloss
exponent, and si j characterizes the shadowing effect.
Thus, optimisation problem for minimizing the traffic at

the backhaul can be given by,

min
x

TBH , (9a)

subject to
∑
c

xic |c | ≤ Si , ∀i (9b)

where content storage management in each node is taken
care by the constraint on Si (the storage at node i). Thus, each
content c is optimally placed in a node i based on decision
variable xic in such a way to minimize TBH .

4.2 Evaluation
To understand the potential benefits of the content shar-
ing through a coordinated placement (equation 9), we com-
pare the traffic savings with that of an uncoordinated place-
ment and across centralized (eg., [21]) and decentralized
approaches.

Figure 2: Traffic savings for various combinations of
operation {centralized, decentralized} x {coordinated,
uncoordinated}.

Setup: In order to solve equation 9 we consider the BBC
iPlayer data which contains the user access to the videos,
comprising mostly of catch-up TV shows mapped to the real-
world location of the edge devices as explained in Section 3.
This ensures content-related parameters such as size of the
video (the storage of the node), bitrate at which the video is
streamed (the capacity requirements between the nodes) are
extracted from real-world settings. Apart from assumptions
on wireless conditions for sharing described in Table 1, for
evaluating poutagei j (equation 7), we use wigle data to calculate
the distance between the nodes.

Fig. 2 shows the traffic incurred based on the storage level
across each of the nodes for centralized and decentralized
mechanisms. It is quite clear from the figure that at lower
storage levels the coordinated placement out performs the
uncoordinated approach for both centralized and decentral-
ized approaches. This also validates that our optimisation
problem tends to achieve the upper bound of savings –the
optimum traffic saving of ≈40% can be achieved even at a
lower combined store of ≈10%.

Parameter Value
Total Bandwidth (B) 22 MHz
Average path loss 35.3 + 37.6 log(di j )
Fading model Rayleigh
Total number of channels 14
Shadowing Log-normal (µ=0-dB, σ=8-dB)
Total Transmission power 20 dBm
Background noise power 1
Distance between the nodes (di j ) 15m - 150m

Table 1: Parameters used during the simulation

Fig. 2 also shows that even with uncoordinated (reactive)
content caching we can achieve a close to optimal traffic
savings with an additional store of 10% - 15%. It is worth
noting that the coordinated approach also depends on the
prediction capability of the node. We plot the savings from a
coordinated decentralized cache setting with respect to the
prediction power by adjusting the accuracy of the content
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Figure 3: Traffic incurred wrt the availability of sub-
channels and the performance of predictor within a
cell of 94 users.

prediction algorithm. A predictor with accuracy lower than
50% leads to spurious cache storage decisions that actually
increases traffic over the baseline of no caches. At higher
levels of accuracy, performance edges closer to the Oracle.
State of the art content access prediction algorithms reach
accuracies of nearly 95% [8]; thus we may expect close to
Oracle-like savings (within 10% of optimal).

5 CONCLUSION
In this work we explored the scalability of content sharing
over WiFi across districts of varying population densities
and formulated an optimisation problem for coordinated
content sharing. We show that up to 47% traffic savings can
be achieved within a small cell of ≈100 users by following
this approach. We compare the combinations of coordinated
and uncoordinated (reactive) content placement in a cen-
tralized and decentralized fashion and show that with an
additional store of 10% to 15% a close to optimal savings can
be achieved even in uncoordinated content placement. Thus
using a large scale access to a popular content streaming
platform and real-world distribution potential edge devices,
the work evaluates the traffic savings from content sharing
and validates the need for content sharing in future edge
architectures. We plan to extend this further by statistically
modelling the traffic savings from such cooperation using in-
dividual preference modelling to access the content [12] and
broaden the content placement mechanism for the upcoming
live broadcast platforms [20].
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